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Outlook

• Integrated operations: from oil and gas industry into the 
business of every sector

• Aspects of Integrated Operations
– trust-based security
– content-awareness (and context-awareness)

• Challenges in ICT security for the Internet of Things (IoT)
– Security, privacy and dependability in sensor systems
– Heterogeneous infrastructures
– security metrics

• Example: Artemis pSHIELD project
– Use case: Railway data through Telenor Objects Shepherd platform
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Focus:
Security in Integrated Operations

Broadband
communication

Fiber optic cables &
wireless networks

Sensors
Downhole
& onboard
facilities

source: Kaare Finbak, IBM
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40 bill U
S$ added economic value (2007-2015)

Integrated Operations on the NCS - OLF numbers
Process control

systems
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Security Challenges in the Internet of Things

• Security, here
– security (S)
– privacy (P)
– dependability (D)

• across the value chain
– from sensors to services

• measurable security?
– metrics for systems
– metrics for attacks
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Trust-based privacy

• “With whom to 
collaborate?” 

• Share data?
• Trust-based privacy
• Information and your 

social life 
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4. PR OPOSE D F R A M E W O R K 

This chapter elaborates the proposed cloud based Internet of Things framework. Figure 2 illustrates the 

proposed framework that contains the following four layers: Node layer, Network layer, Middleware 

layer and Application layer. A brief overview of each layer is as follows.  

Node layer Node layer contains hundreds of nodes such as devices, sensors and actuators distributed 

over the whole railway infrastructure. Some of them are very small in size having limited battery capacity 

and are used for collect and forward data only, e.g. the temperature sensors. Some of the devices can 

aggregate and filter data. The nodes deliver collected data to the middleware layer and some of them 

receive feedback or suggestions from the middleware layer and thereby can perform actions, e.g. actuate a 

mechanical device.  

Network layer In order to communicate, each node is equipped with one or multiple communication 

interfaces. Some of the nodes work alone, while some other work in a group. Nodes working in a group 

may form a network within themselves and such network can be permanent or ad-hoc one. The 

middleware layer may supervise the formation of the network by defining its characteristics for example 

its topology, interconnectivity etc.     

Middleware layer It contains computing machines containing powerful hardware and software 

components. The middleware layer communicated with application interfaces. Depending on the 

 

F igure 2. The layered representation of the proposed framework.  
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• Measurable trust? Transient Trust?
• Value chains: from sensors to systems
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SPD Metrics specification: pSHIELD metric GOAL
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Measurement of Security, Privacy and 
Dependability (SPD) functions

SPD Function: 
a software, hardware or firmware component, that must be relied 
upon for the correct enforcement of the security, privacy and 
dependability policy. 

To obtain 
SPD level: 
a quantification of SPD function expressing 
the protection which can provide against 
Faults 
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SPD Metrics specification

Factors to be 
considered

•Elapsed Time
•Expertise
•Knowledge of 
functionality

•Window of opportunity
•Equipmentwith

Essential to build

Factor Value

Elapsed Time

<= one day 0

<= one week 1

<= one month 4

<= two months 7

<= three months 10

<= four months 13

<= five months 15

<= six months 17

> six months 19

Expertise

Layman 0

Proficient 3*(1)

Expert 6

Multiple experts 8

Knowledge of 
functionality

Public 0

Restricted 3

Sensitive 7

Critical 11

Window of 

Unnecessary / unlimited 
access 0

Easy 1

Moderate 4

Difficult 10

Unfeasible 25**(2)

Equipment

Standard 0

Specialised 4(3)

Bespoke 7

Multiple bespoke 9

where

7

System Function
ality

SPD 
system

Attack scenarios
SPD
level

SPD 
attributes

SPD 
threats

Calculated attack 
potential

Minimum attack potential value 
to exploit a vulnerability 

= SPD value
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Pilot application:
SPD in heterogeneous systems 

• Nano-Micro-Personal-M2M Platform 
– identity, cryptography, dependability

• SPD levels through overlay functionality
– answering threat level 
– composing services 

• Policy-based management and hybrid-
automata model 

• Integration into Telecom Platform
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• Security, privacy and dependability (SPD)
– Sensor systems
– Heterogeneous infrastructures

• The value of integrated operations
– oil & gas: Billions of US$/year
– for every future business

• Artemis pSHIELD pilot and nSHIELD (ongoing)
– security as “a number”
– SPD for sensors and attack scenarios
– heterogeneous infrastructures

• Open Issues
– trust-based security
– security metrics

Conclusions
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